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ABSTRACT
Online peer-to-peer platforms like Airbnb allow hosts to list a property (e.g. a house, or a room) for short-term rentals. In this work, we examine how hosts describe themselves on their Airbnb profile pages. We use a mixed-methods study to develop a categorization of the topics that hosts self-disclose in their profile descriptions, and show that these topics differ depending on the type of guest engagement expected. We also examine the perceived trustworthiness of profiles using topic-coded profiles from 1,200 hosts, showing that longer self-descriptions are perceived to be more trustworthy. Further, we show that there are common strategies (a mix of topics) hosts use in self-disclosure, and that these strategies cause differences in perceived trustworthiness scores. Finally, we show that the perceived trustworthiness score is a significant predictor of host choice—especially for shorter profiles that show more variation. The results are consistent with uncertainty reduction theory, reflect on the assertions of signaling theory, and have important design implications for sharing economy platforms, especially those facilitating online-to-office social exchange.
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INTRODUCTION
Airbnb is an online lodging marketplace for short-term peer-to-peer rentals, facilitating monetary and social exchange between individuals [29]. On Airbnb, hosts can list places (e.g. rooms, apartments, houses, or even boats and castles) for guests to rent. The guest is often a temporary visitor, and is not acquainted with the host beyond Airbnb. At time of writing, Airbnb reports two million listings, and 60 million guests on the platform [1].

The main utility of Airbnb—identifying potential lodging resources offered by unknown individuals—comes with risks that affect both guests and hosts who wish to participate in the exchange. A potential host may worry about guests damaging their property. A potential guest may fret about their physical safety, the truthfulness of the quality of the property being advertised, or whether the host would be kind enough to provide assistance in exigencies [17]. Establishing guest-host trust helps manage such uncertainties and risks—making trust a crucial factor for the success of such social exchange sites.

There are several ways that Airbnb designs for trust. Airbnb has an assurance policy and a reputation system in place, in addition to making information about the host and property readily available before booking. On Airbnb, each host has a profile page that includes photos, a text-based self-description, social media verification status, and reviews (if any) from other Airbnb users who have stayed with the host. These profiles contribute to a guest’s decision making process [36], and help establish perceived trustworthiness [17]. In this work, we focus on host profiles, especially the text-based self-description and its role in establishing the perceived trustworthiness of hosts in the eyes of potential guests.

Emerging literature is examining how people assess trustworthiness through self-disclosures made in online profiles. The Profile as Promise [15] conceptual framework, for example, incorporates the risks and rewards associated with assessing signals in a profile for whether said profile’s promises can be trusted. Researchers had examined how individuals produce and assess trustworthiness signals in online dating profiles [41] and in online résumés [22]. However, we still know very little about what people self-disclose, and how that information is evaluated for trustworthiness in the context of sharing economy platforms such as Airbnb.
Given the importance of profiles, in this work we aim to advance our understanding of the type of content Airbnb hosts self-disclose in their profiles, and to determine the impact of these disclosures on perceived trustworthiness and host choice. We build on the Profile as Promise framework [15], drawing on theories from economics and communication to predict what kinds of information hosts will disclose in their profiles, and what kinds of disclosure will enhance trust. In particular, we apply uncertainty reduction theory (URT) [5] to predict that both quantity and diversity of information increases the perception of trust. We also draw on signaling theory [14, 39] to predict that specific kinds of information can signal trustworthiness in a profile.

Specifically, we use a mixed-methods approach, with qualitative analysis, large-scale annotation, and an online experiment to examine the text-based self-descriptions of Airbnb host profiles. We qualitatively develop a categorization scheme that characterizes the primary self-disclosure topics in these profiles. We then quantitatively show how predictions from URT and signaling theory apply to this case, revealing that an increase in the quantity of content and the inclusion of specific topics can enhance perceptions of trustworthiness. Finally, we use an online experiment to show that the perceived trustworthiness of profiles is a significant predictor of host choice. Our results have practical design implications for platforms facilitating social exchange in the sharing economy.

BACKGROUND

User profiles are an important part of many online systems, and serve a variety of functions [42]. In social networking sites, profiles provide an identity for the user that persists over time and the myriad of interactions on the site [6]. In online dating sites, profiles provide self-disclosure that attracts the interest of other users, while limiting the risks associated with outright deception [20, 41].

In each of these contexts—especially in services that lead to offline interactions—a key function of the profile is to establish perceived trustworthiness [17, 23]. Here, we distinguish between trustworthiness and trust. Trustworthiness is an attribute of a trustee [24, 28], while trust is exhibited by a trustee (e.g., a decision to take risks in an economic game [4, 11]). As our focus is on the host, the trustee, we focus on perceived trustworthiness as an attribute of the host.

As noted above, one approach to understanding how profiles are used to establish trustworthiness is the Profile as Promise framework [15], which uses the notion of a promise to characterize the function of a profile. In this view, the profile is a psychological contract between the profile holder, and the viewer that future interactions (e.g., with a date, a car driver, or an Airbnb host) will take place with someone who does not differ fundamentally from the person represented in the profile. The notion of a promise has been successfully applied to various contexts that require good faith to operate, including online dating [15] and job hunting [37].

The Profile as Promise perspective argues that the content and characteristics of the disclosures, or promises, made in user profiles should be diagnostic of trustworthiness perceptions.

Within this framework we draw on theories from communication, and from economics, to form specific expectations about disclosures and their perceptions. For example, communication scholars have used URT [5] to show that strangers are concerned with increasing the predictability about the behavior of both themselves and others in the interaction that occurs when they first meet. URT has been used in research on dating sites to explain how much information may be shared in profiles [20], using self-disclosure as the process of making the self known to others [13]. According to this approach, people should disclose as much information in their host profiles as they feel comfortable sharing—a directive that presents various challenges, including the risk of over-exposure if the profile is public [3, 20]. Nevertheless, the more information disclosed in a profile, the more likely it is perceived as trustworthy.

According to the Profile as Promise framework, one way to understand what kinds of information people disclose in the kind of static and asymmetric context of online profiles is signaling theory [15], which considers the relationship between explicitly stated signals and the underlying qualities they are likely to represent [14, 39]. Spence’s original application of signaling theory [39] explored how potential employees in a labor market tried to convey attributes that cannot be observed directly, such as reliability or goodness-of-fit with a company’s culture. Signaling theory was also concerned with how such signals can be assessed, for example, by the employer. Some signals, called conventional signals, are relatively easy to fake; such as asserting that one is a reliable and hard worker, when in fact one is not. Other signals, called assessment signals, are more difficult to fake; such as claiming that one has a degree from a prestigious institution. Gambetta used signaling theory to study how taxi drivers [19] and criminals [18] form impressions and assess the trustworthiness of other parties based on cues, especially in fleeting initial interactions where high uncertainty is involved. Here we examine how Airbnb hosts signal their trustworthiness in their profile through self-disclosure and how these signals are perceived.

Research Questions

In our examination of Airbnb profiles, our first objective, according to the Profile as Promise framework, is to determine what kinds of information hosts provide in their profiles to reduce uncertainty and signal trustworthiness.

**RQ 1. What kinds of information do hosts self-disclose to signal their trustworthiness?**

The second question is concerned with how the information hosts disclose in their Airbnb profiles translates into perceived trustworthiness by guests. On Airbnb, like other peer-based sharing economy services, signals of trustworthiness are particularly important as trust is critical for social exchange [9, 29]. Trust on Airbnb and other online marketplaces is tied to ratings and reputation. However, ratings on Airbnb tend to not be informative as they are skewed high, and there is initial evidence that the number of reviews received is predictive of room sales even when controlling for scores [30, 43]. Research suggests that profile information matters on Airbnb: in one
study, profile images were linked to the perceived trustworthiness of hosts and higher prices [17]. At the same time, the study showed that online review scores had no effect on the listing price, although profile text was not considered. We therefore ask:

**RQ 2. What is the effect of different types of self-disclosure on perceived trustworthiness?**

Note that it is not immediately clear that trustworthiness maps directly to the choice of host. Choice can clearly be influenced by other factors, such as assurance [8]. There is initial data-driven evidence that visual-based trustworthiness impacts choice [17], even when reputation scores are manipulated to increase their variance.

Given the difficulty in establishing the causal link between profile disclosures and guest decision-making, we conduct an experiment that isolates the trustworthiness of a profile’s disclosures from other external factors—such as reputation indicators—and manipulates the effect of low versus high trustworthiness profiles on a decision-making task. In this experiment we focus on addressing the following research question:

**RQ 3. Do profile-based perceptions of trustworthiness predict choice of host on Airbnb?**

**STUDY 1—HOW DO HOSTS SELF-DISCLOSE?**

The primary goal of Study 1 is to uncover what Airbnb hosts self-disclose in the text-based self-descriptions in the profile. To the best of our knowledge, there is no established coding scheme for self-disclosure in this particular context. For this reason, Study 1 uses qualitative methods to develop, validate and apply a coding scheme for self-disclosure in Airbnb host profiles. We accomplished this task using a two-phase approach. In phase one, we developed and validated a coding scheme for topics of self-disclosure by qualitatively analyzing Airbnb profiles and using an inductive and iterative approach to identify categories. In phase two, we applied the coding scheme to a large set of host profiles, and examined patterns of self-disclosure on Airbnb.

**Phase 1— Developing and Validating Coding Scheme**

**Step 1: Development**

To create the self-disclosure coding scheme for Airbnb, we used an iterative, inductive analysis for content-topic categories of information in host profiles. As this study is exploratory in nature, we established some guidelines for developing the initial coding scheme. In particular, when creating an Airbnb profile page, the website prompts the host to share a few details about themselves, calling out three types of self-disclosure: “things you like”, “style of traveling or hosting”, and “life motto”. We were cognizant of the Airbnb interface prompt and used it as a starting point, fitting codes to the prompt topics and refining them according to the content, but not restricting our coding to topics suggested by these prompts.

For this step, we constructed a **Development Dataset** consisting of 300 sentences randomly drawn from a weighted sample of 203 host profiles from 12 major U.S. cities. The profiles were extracted from an open-sourced Airbnb dataset collated by an independent organization, Inside Airbnb [26]. Non-English profiles were filtered out. We provide more details of the full dataset below.

Two authors independently coded the topics in each of the 300 sentences in the **Development Dataset**, using the qualitative data analysis and research software Atlas.ti. In addition to Airbnb prompts, the coders also considered topics used in previous self-disclosure studies [27, 31, 38]. After a full round of independent coding, the two coders compared their codes and deliberated, further merging the codes into concepts and topics. This analysis and coding process resulted in nine initial topic categories.

**Step 2: Adjustment and Validation**

In this step, we evaluated, adjusted, and validated the coding scheme for reliability and coverage, i.e. the percentage of sentences our codes applied to. In order to apply the coding scheme to a large set of host profiles on Airbnb, we designed a web interface to recruit annotators from Amazon Mechanical Turk (AMT). The web interface presented each individual sentence from the host profiles, together with the initial topics and descriptions (some with examples) that were developed through the coding process in the foregoing step. The annotator was instructed to tag all topics that appeared in the sentence (a sentence could mention multiple topics). If none of the topics applied, the annotator was instructed to choose “other”.

We validated the reliability of the coding scheme using two metrics: the level of agreement among crowd workers, and the level of agreement between the crowd workers consensus and expert annotations, i.e. researchers from our team.

To compute the first metric, the level of agreement among crowd workers, we constructed the **Initial Validation Dataset**, consisting of 300 sentences drawn from a new sample of 203 profiles. Sentences in the **Initial Validation Dataset** did not overlap with those in the **Development Dataset**. We recruited crowd workers from AMT to annotate sentences in the **Initial Validation Dataset** using a web interface that we developed (paying $0.02 per annotation), and computed Fleiss’ kappa among the workers. There were four topics that had a Fleiss’ kappa score lower than 0.5, indicating an unsatisfactory level of internal agreement. We iterated on the initially developed set of topics to address this issue, adjusting the name and description of two topics, and merged two closely related topics into one (“Hosting Attitude” and “Hosting Action” to “Hospitality”). After the edits to the coding scheme, eight topics remained, shown in the first column of Table 1.

To compute the second metric—the level of agreement between the consensus from crowd workers and expert annotations—we constructed the **Final Validation Dataset**, consisting of all 871 sentences from the text of a new batch of 203 profiles. The new profiles did not overlap with either those in the **Development Dataset** or those in the **Initial Validation Dataset**. Again, we asked three crowd workers to annotate each sentence, and used a majority voting rule to produce the final vote across three workers. A topic label for a sentence
With the coding scheme validated, we could now annotate.

**H1.1 Hosts will disclose more about categories that have more assessment value, including Work or Education, and Origin or Residence, than about categories that have more conventional value, including Interests & Tastes, and Personality.**

The Profile as Promise framework also suggests that information should be disclosed about the most relevant underlying qualities that the host is promising to potential guests. In this context, the type of hosting situation, on-site versus remote, should lead to different disclosure patterns. The on-site hosts (who share their space with guests during their stay) need to signal what kind of person a guest might meet. The remote hosts (who are not present) need to signal that the guests will be taken care of in their absence. Previous work on Airbnb revealed that on-site versus remote hosting is an important part of sociability within the host-guest relationship [25,29]. When hosting on-site, guests and hosts may have more substantial face-to-face interaction.

Given the increased likelihood of social interaction for on-site hosts, there is uncertainty about whether the guests and hosts will get along. We can draw on URT [5] to predict that on-site hosts will disclose more information than remote hosts in an effort to reduce the uncertainty for potential guests given that guests and hosts will socially interact. In particular, on-site hosts should disclose more information relevant to relationship development, such as one’s preferences and personality.

**H1.2 On-site hosts will disclose more, especially for topics that can reduce uncertainty during the interaction of sharing spaces, such as Interests & Tastes, and Personality, than remote hosts.**

We first report on the dataset of Airbnb profiles we used for this analysis and throughout the rest of this paper. Then, we describe the process of applying the coding scheme to annotate a larger portion of the host profiles. Finally, we discuss the results of testing the hypotheses using the annotated data.

### Airbnb Dataset

To apply the coding scheme to a larger portion of Airbnb profiles, we used the large-scale dataset collected by Inside Airbnb [26]. Inside Airbnb periodically scrapes the Airbnb website, making snapshots of Airbnb listings from 35 cities in 13 countries (at the time of writing) available for download. For each city, Inside Airbnb conducted a URL query through Airbnb search and scraped all public listings. We manually examined 10 samples from five cities in the dataset, visiting the Airbnb website for each entry to verify that the scraped data is consistent with the actual listing. Since each listing is always associated with a host, the free text portion of the host profile is available from the Inside Airbnb dataset. Some other metadata about hosts, in addition to the host self-description (the focus of the present paper) include: host ID (a unique

### Table 1: Topics of self-disclosure in Airbnb host profiles.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Agreement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interests &amp; Tastes</td>
<td>.77</td>
<td>Favorite books, music, hobbies, how I spend weekends and evenings, favorite ways of spending spare time.</td>
</tr>
<tr>
<td>Life Motto &amp; Values</td>
<td>.51</td>
<td>Life motto, values, philosophies; e.g. “Live courageously, love passionately”.</td>
</tr>
<tr>
<td>Work or Education</td>
<td>.83</td>
<td>Current or past job, school, major; e.g. “I’m an architect and designer”.</td>
</tr>
<tr>
<td>Relationships</td>
<td>.69</td>
<td>Family, significant other, pet; e.g. “I have a beautiful 16 year old daughter, a little sweet terrier Nora, two fish &amp; a frog.”</td>
</tr>
<tr>
<td>Personality</td>
<td>.80</td>
<td>e.g. “I am extremely down to earth and I am a self-diagnosed work-a-holic”.</td>
</tr>
<tr>
<td>Origin or Residence</td>
<td>.78</td>
<td>Where from, current residence, history of moving; e.g. “I lived in D.C. for 5 years and Philly for 2 years”; “We both really love how much Chicago has to offer.”</td>
</tr>
<tr>
<td>Travel</td>
<td>.78</td>
<td>Love for travel; past travels; favorite travel destinations.</td>
</tr>
<tr>
<td>Hospitality</td>
<td>.73</td>
<td>Welcoming or greeting, reasons for hosting, demonstrating availability; e.g. “We’re delighted to be your hosts and tour advisors during your stay here.”</td>
</tr>
</tbody>
</table>

In terms of coverage, in total, at least two voters agreed on one or more topics for 91.5% of the 871 sentences (if we consider the workers’ using an optional “other” category, a majority vote was achieved for 97.4% of the sentences). The workers inspected the sentences where the workers did not reach an agreement, and verified that they did not contain significant missed themes.

Finally, two authors of the paper coded a 300-sentence sample from the Final Validation Dataset. We computed the agreement of these three different sources by calculating the pairwise Cohen’s kappa scores for the worker majority vote (vote in Table 1), Author 1 (A1), and Author 2 (A2). The results of each pairwise agreement computation are shown in Table 1. The results suggest moderate to almost perfect agreement across all topics, and indicate that the coding scheme (the topic names, descriptions, and the set-up of majority votes from AMT) is reliable.

### Phase 2—Applying the Coding Scheme to Profiles

With the coding scheme validated, we could now annotate a large set of host profiles and examine the trends of self-disclosure. What might we expect for the disclosures? According to the Profile as Promise framework [15], hosts should disclose information they believe will signal to potential guests that they will be a trustworthy host. These disclosure goals should cause hosts to prioritize the disclosure of information that enhances trustworthiness. Signaling theory further suggests that perceptions of trustworthiness may be affected by the kind of signal [14,39]. If this is the case, then hosts should disclose more assessment signals (i.e. disclosures that can be verified):

**H1.1 Hosts will disclose more about categories that have more assessment value, including Work or Education, and Origin or Residence, than about categories that have more conventional value, including Interests & Tastes, and Personality.**

The Profile as Promise framework also suggests that information should be disclosed about the most relevant underlying qualities that the host is promising to potential guests. In this context, the type of hosting situation, on-site versus remote,
identifier for a host across the Airbnb platform, first name, type of listing (Entire Home/Apt, Private Room, or Shared Room), and whether the host is a “superhost” on Airbnb.

We limited our scope of analysis to U.S. and English-language host profiles only. Host profiles from other countries may contain non-English phrases or characters, introducing sources of noise, and making it difficult for crowd workers to annotate. We performed source language detection using the Google Translate API [21] for each sentence in a host profile, and filtered out those containing non-English sentences.

The Inside Airbnb data included 93,361 listings across 15 U.S. cities. We first de-duplicated hosts from multiple listings by host ID. We used data from the 12 largest cities, excluding 3 cities with fewer than 1,000 unique hosts (Asheville, Oakland, and Santa Cruz County). We verified that the exclusion of these three cities did not affect the results from Study 1. For the remaining 12 cities, we deduplicated 89,965 listings to obtain 67,465 unique hosts. Out of these unique hosts, we further filtered out 20,710 (or 30.7% of the de-duplicated quantity) host profiles with empty self-descriptions, and 6,750 (10.0% of the de-duplicated quantity) that contained non-English phrases.

In the end, we had 40,005 non-empty, English-only unique host profiles from 12 U.S. cities, with the following breakdown: New York (data collected in Sep 2015; 14,513), Los Angeles (Jan 2016; 8,062), San Francisco (Nov 2015; 3,400), Austin (Nov 2015; 2,477), Chicago (Oct 2015; 2,149), Seattle (Jul 2016; 1,798), Washington D.C. (Oct 2015; 1,633), San Diego (Jun 2015; 1,522), Portland (Sep 2015; 1,415), New Orleans (Sep 2015; 1,173), Boston (Oct 2015; 922), and Nashville (Oct 2015; 941).

With our previously validated coding scheme, we annotated the topics of a larger portion of host profiles from the above-mentioned Airbnb dataset using AMT, following the exact same procedure as described for annotating the Final Validation Dataset. We constructed the Annotation Dataset, consisting of all 4,377 sentences from 1,031 profiles, randomly selected using a weighted sample according to the number of unique non-empty host profiles in each city. As the coding scheme was the same as that used for the Final Validation Dataset, we merged the results from the Annotation Dataset and the Final Validation Dataset, forming the Experiment Dataset to boost the amount of annotated data, resulting in 5,248 annotated sentences from 1,234 profiles.¹

**Self-Disclosure Trends**

What do Airbnb hosts self-disclose in their profiles? We found that hosts were most likely to talk about Origin or Residence (68.8%), followed by Work or Education (60.29%) and Interests & Tastes (57.78%). There was substantial travel-related disclosure including writing about Travel (47.89%) and demonstrating Hospitality (52.76%). The topics that were less commonly mentioned were Relationships (27.88%), and Personality (26.58%). The topic that was least mentioned was Life Motto & Values (7.86%).

¹The Experiment Dataset and other data used in this work are available from https://github.com/sTechLab/AirbnbHosts.

This pattern of results are partially supportive of H1.1 and the prediction from signaling theory that hosts would disclose more assessment signals than conventional ones. Consistent with the hypothesis was the frequent disclosure of assessment signals regarding Origin or Residence and Work or Education, and the low levels of disclosure regarding Personality. The frequent disclosure of Interests & Tastes, however, did not line up with the hypothesis. The analysis below on disclosures by host type provides some insight: the high rate of disclosure of Interests & Tastes was driven in part by on-site hosts, which may have been part of an effort to reduce uncertainty for guests who would be meeting their hosts.

**Self-Disclosure Trends by Host Type**

Addressing H1.2, we compared the self-disclosure of hosts based on the type of property they offered: on-site versus remote. As hypothesized, on-site hosts (M=66.12, SD=59.66) on average wrote longer profiles (measured by word count) compared to remote hosts (M=55.85, SD=52.09), t(880)=3.07, p < .01. Second, in terms of topics, we found that on-site hosts were more likely than remote hosts to write about topics that signal their personality and tastes. We calculated the percentage of profiles that mentioned each topic for different host types, shown in Figure 1a. For each topic of disclosure (identified by the first letter on the x-axis), we show the percentage of profiles of each host type that mentioned that topic (y-axis). As the figure reveals, on-site hosts were more likely to write about topics of Interests & Tastes (χ²=18.57, df=1, p < .001) and Personality (χ²=29.18, df=1, p < .001); and less likely to mention Origin or Residence (χ²=4.17, df=1, p < .05). Note that the results for Interests & Tastes and Personality remain statistically significant with Bonferroni correction for multiple tests.

We also compared the number of sentences used for the different disclosure topics, which shows similar trends (Figure 1b). For Interests & Tastes, on-site hosts on average wrote more sentences (M=1.87, SD=.08) than remote hosts (M=1.59, SD=.05), t(535)=3.09, p < .01. For Personality, we also see that on-site hosts on average wrote more sentences (M=1.42, SD=.06) than remote hosts (M=1.17, SD=.03), t(260)=3.64, p < .001. Finally, on-site hosts on average wrote more sentences mentioning Life Motto & Values (M=1.56, SD=.19), t(48)=2.34, p < .05 than remote hosts (M=1.10, SD=.04). Again, the results for Interests & Tastes and Personality remain statistically significant with Bonferroni correction for multiple tests.

To rule out the possibility that these differences are due to a host’s level of experience (e.g. hosts may modify their profiles to write about specific topics more as they host more guests), we conducted a similar analysis comparing average hosts with superhosts, a qualification type assigned by Airbnb [2] for hosts that meet several criteria, including frequent hosting, high response rate, and high review scores. We omit the details of this analysis for brevity, but note that despite the fact that superhosts wrote significantly longer profiles (a mean of 72.13 words compared to 57.74 words for non-superhosts, t(220)=3.01, p < .001), there was no significant difference between the groups in the likelihood of mentioning Interests.
& Tastes or Personality. This analysis suggests that the difference between on-site and remote hosts is not due to any difference in experience of hosting, but rather due to the expected differences in the type of interaction that is going to take place. Taken together, the results support URT’s central contention that people seek to reduce uncertainty in the face of new relationships.

STUDY 2—SELF-DISCLOSURE AND PERCEIVED TRUSTWORTHINESS

Study 1 revealed that we can classify host disclosures into eight topics, and that these topics can be reliably assessed by independent coders. An important next question is whether the hosts were disclosing information that enhanced perceptions of their trustworthiness. That is, do the topics that hosts disclosed the most in Study 1 lead to higher levels of perceived trustworthiness? To examine this question we asked online participants to rate how trustworthy they found each profile.

One way to operationalize the concept of trustworthiness is by using three key dimensions: ability, benevolence and integrity [33]. These three dimensions are closely related but may have different effects on trust depending on context [10]. Further, these dimension are all likely to be relevant for Airbnb profiles. In the context of Airbnb, ability refers to domain-specific skills or competencies that the host has. Benevolence refers to the extent to which the host is believed to want to do good to the guest beyond profit-driven motives. Finally, integrity refers to the host adhering to a set of moral principles and rules.

How might the disclosures in Airbnb profiles influence these dimensions of trustworthiness? The Profile as Promise conceptualization of the profile as a psychological contract implies that information provided in the profile is an obligation by the host to a guest, namely that the information disclosed in the profile is trustworthy and will not misrepresent the host or the host’s home [15]. This notion of the psychological contract suggests that hosts should be sensitive to how their promises will be evaluated for trustworthiness by potential guests. If this is the case, then hosts should produce promises that signal trustworthiness. We can draw on the same theoretical perspectives we used to characterize the production of disclosures to specify predictions about how the profile disclosures on Airbnb affect evaluations of trustworthiness. First, URT [5]

predicts that the more information hosts disclose, the more the profile will reduce uncertainty for profile viewers, which should enhance how trustworthy they will be perceived. Note that more diverse information should lead to more uncertainty reduction. That is, profiles that disclose more kinds of information will be perceived as more trustworthy than profiles that simply say a lot about fewer things. We therefore predict that:

**H2.1 Longer and more diverse self-disclosures are perceived as more trustworthy.**

Secondly, Study 1 demonstrates that hosts communicate a variety of topics in their profiles. Signaling theory predicts that hosts use these disclosures to signal underlying qualities or attributes that should enhance the perceptions of their trustworthiness as a host. If the hosts have optimized their signaling behavior for trustworthiness, then the categories they disclose most often should be the categories of disclosure that are perceived as most trustworthy. Thus, profiles with disclosures that were observed frequently in Study 1, including Origin or Residence, Work or Education, Interests & Tastes, and Hospitality should be perceived as more trustworthy than profiles that do not contain these topics.

**H2.2 Self-disclosure topics used most frequently by hosts will be associated with increased perceived trustworthiness compared to less frequent topics.**

### Methods

As mentioned above, we are interested in the perceived trustworthiness of host profiles. To measure trustworthiness, we developed a six-item perceived trustworthiness scale on three dimensions: ability, benevolence, and integrity [33]. Based on items in the scale developed by Mayer et al. for an organization context [32], we developed new items that measure trustworthiness in the context of hosting. These items are shown in Table 2. Items A1–A2 measure ability; items B1–B2 measure benevolence; and items I1–I2 measure integrity. When asking for profile ratings, these items were shown in a random order.

### Procedure

To assess the perceived trustworthiness of host profiles, we recruited crowd workers from AMT to rate host profiles in the Experiment Dataset using the perceived trustworthiness
scale. We split the Experiment Dataset profiles into batches of 20, and had five different workers annotate each batch. Recall that these profiles were already labeled with the topics. We used 1,200 of the 1,234 profiles in the Experiment Dataset for this study. For each profile, workers were instructed to rate their level of confidence regarding each of the statements, on a scale from 0 to 100, with steps of 10. The task required that each worker only rate one batch of the profiles to prevent any single worker’s perception from being over-represented in the results. Workers were paid $1.00 for each task.

At the beginning of each task, we used a paraphrase question borrowed from [12, 35] to check the linguistic attentiveness of each worker. We re-issued the task if we received an incorrect response to this question. To create the perceived trustworthiness score, we calculated the perceived trustworthiness as the mean of responses for all six items by the five workers that rated the same profile. For some analyses, we also used three trustworthiness dimensions separately, with each score calculated as the average of the two relevant items.

**Results**

We investigated the effects of profile length and diversity (H2.1), and topic (H2.2) on perceived trustworthiness. Generally, the mean ability score of the 1,200 profiles was 68.82, SD = 13.84; the mean benevolence score was 63.94, SD = 13.97; the mean integrity score was 66.79, SD = 13.37. Note that perceived trustworthiness scores across the three dimensions were highly correlated [pairwise Pearson’s R correlation: A–B (initials): 0.86; A–I: 0.88; B–I: 0.92; p < .001].

**Length, Diversity and Perceived Trustworthiness**

To examine the effect of length (word count) on perceived trustworthiness, we plot the relationship between length (x-axis, log scale) and perceived trustworthiness (y-axis) on each of the three trust dimensions in Figure 2.

Supporting H2.1, Figure 2 shows a clear relationship between increased profile length and perceived trustworthiness scores. This relationship is confirmed by linear regression with log transformation for profile length \( b = 7.89 \), adjusted \( R^2 = .38 \), \( F(1, 1198) = 721.4, p < .001 \). This means that when a profile doubles in length, the perceived trustworthiness score increases by approximately 5.47, suggesting a pattern of diminishing returns when hosts write longer profiles. To illustrate this pattern, we divide the profiles into deciles and calculate the average perceived trustworthiness score for each decile. Comparing profiles in the second decile (mean word count: 13) to those in the first (mean word count: 6), mean trustworthiness score increased 18.9%; whereas comparing profiles in the ninth decile (mean word count: 106) to those in the tenth (mean word count: 188), mean trustworthiness score only increased by 2.5%.

H2.1 also predicts that, in addition to overall length, the number of topics will also have a positive impact on trustworthiness scores. We performed multiple linear regression analysis with the number of topics, length as control, and the interaction length \( \times \) number of topics [adjusted \( R^2 = 0.39 \), \( F(3, 1196) = 256.6, p < .001 \)]. The analysis showed that the number of topics contributes to perceived trustworthiness \( b = 4.47, t(1198) = 5.54, p < .001 \) even when controlling for length [log scale, \( b = 9.53, t(1198) = 15.03, p < .001 \)]. There was also an interaction effect between length and topic count \( b = -0.95, t(1198) = -5.04, p < .001 \), indicating that for shorter profiles, the number of topics increased perceived trustworthiness even more.

Figure 3 visualizes the relationship between perceived trustworthiness and the number of topics mentioned in the profile. Each line represents the density distribution of perceived trustworthiness scores for profiles that mention a fixed number of topics. For example, the darkest lines represent the distribution of perceived ability, benevolence, and integrity of one-topic profiles. The figure shows that there is variation in trustworthiness score within each topic count bin, but as topic count increases, the trustworthiness scores also increase, and the variations become smaller. Note that here we are not showing the effect of profile length, which was illustrated in Figure 2.

**Topic and Perceived Trustworthiness**

We now analyze the effect of topic choice on trustworthiness scores. Recall that H2.2 predicted that the topics disclosed most frequently by hosts in Study 1, namely, Origin or Residence, Work or Education, Interests & Tastes, and Hospitality, would also be evaluated as most trustworthy.

---

**Table 2: Six-item perceived trustworthiness scale.**

<table>
<thead>
<tr>
<th>Topic</th>
<th>Perceived Trustworthiness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ability</td>
<td></td>
</tr>
<tr>
<td>Benevolence</td>
<td></td>
</tr>
<tr>
<td>Integrity</td>
<td></td>
</tr>
</tbody>
</table>

---

**Figure 2: Perceived trustworthiness increases with profile length (x-axis on log scale).**
In our dataset, there were eight profiles that did not mention any topics, 117 one-topic profiles, 231 two-topic profiles, 239 three-topic profiles, 269 four-topic profiles, and 336 profiles that mentioned five or more topics. We focus on profiles that are limited to one-topic, two-topic, and three-topic combinations. For example, looking at two-topic combinations, there are $8 \times 7/2 = 28$ different options, although, as we show below, there are some topic combinations that are more common than others. These 1-3 topic combinations have the most variation, but are also simpler to study, as understanding the impact of one single topic amid all combinations of different sizes is highly unlikely even with 1,200 profiles. We call these different combinations of topics “strategies”, and compare the relative success of different strategies controlling for the number of topics.

We have shown that as the number of topics increase, the trustworthiness scores also increase. We computed one-way ANOVAs comparing the relative effectiveness of strategies within each of the one-topic, two-topic, and three-topic profile groups. For one-topic profiles, there was a significant effect of strategy on ability [$F(7, 109) = 7.79, p < .001$], benevolence [$F(7, 109) = 8.55, p < .001$], as well as integrity [$F(7, 109) = 7.36, p < .001$]. For two-topic profiles, there was no significant effect of strategy on ability [$F(5, 225) = 1.54, p = .18$], but a significant effect on benevolence [$F(5, 225) = 3.95, p < .01$], as well as integrity [$F(5, 225) = 2.74, p < .05$]. For three-topic profiles, there was a significant effect of strategy on ability [$F(8, 230) = 2.83, p < .01$], benevolence [$F(8, 230) = 4.21, p < .001$], as well as integrity [$F(8, 230) = 2.95, p < .01$].

Figure 4 shows the raw data for this analysis, organized by the number of topics (panels), and three dimensions of trustworthiness scores (columns). Every row is marked on the left with the initials of the topics in the self-disclosure strategies (e.g. in the first row of the second panel, OW stands for the topic combination of Origin or Residence, and Work or Education). On the right, we show the number of profiles using this strategy ($54$ for OW, the most of all two-topic strategies). The vertical lines in each row represent profiles, positioned at the value of the perceived trustworthiness score on each dimension. The color indicates whether the profile falls within the bottom (red), or top (green) quartile of the profile group that used the same amount of topics (the dotted lines indicate the bottom and top quartile boundaries).

Figure 4: Comparison for different strategies, organized by the number of topics mentioned in the profile. The dotted lines indicate the bottom and top quartiles in each topic-count group.

There are several takeaways from Figure 4. Consider first the one-topic strategies: clearly, Work or Education, Origin or Residence) and Hospitality are the most popular, representing 66% of the one-topic profiles. Visually, it is clear from Figure 4 that the most successful single-topic strategy is $H$, where the profiles trending more to the right and top-quartile profiles appearing more frequently. This visual examination is confirmed with post-hoc comparisons using Tukey HSD tests. Among one-topic profiles, Hospitality was the best-performing strategy, significantly trumping $L, O, P, T$ for ability; $L, O, T, W$ for benevolence and integrity ($p < .05$, same for all the post-hoc comparisons reported henceforth).

The second-best one-topic strategy was Interests & Tastes, outperforming $L$ and $O$ for ability, and $O$ and $T$ for benevolence and integrity. Hosts were not very successful writing about Life Motto & Values, although Airbnb explicitly prompted them to, which underperforms $H, I, R, W$ for ability; $H$ for benevolence, and $H$ and $R$ for integrity. Finally, as reflected in Figure 4, $W$ outperforms $O$ for ability; $O$ outperforms $R$ for benevolence, $R$ outperforms $O$ and $T$ for integrity. None of the other pairwise comparisons were significant.
Moving on to the two-topic strategies, the dominant strategies are OW and HO, both combinations of the most popular single-topic strategies W, O and H, covering 42% of two-topic profiles. Interestingly, the WH strategy was not often used (for three-topic combinations, HOW is again popular). The next two popular strategies are IW and IO, indicating that hosts add on Interests & Tastes as additional information. In terms of success for the two-topic strategies, post-hoc comparisons did not indicate significant differences among strategies for ability or integrity. However, for benevolence, HO outperforms OW and Other (all other two-topic combinations that are not explicitly listed in Figure 4).

Finally, we see in three-topic combinations that the most common strategies are IOW and HOW. In terms of relative success, post-hoc comparison indicated that HOW is clearly most successful, outperforming IWT for ability, IOT, IOW, IWIT, OPW, Other for benevolence, and IWIT for integrity. In addition, HIO outperforms IOT and IWT for benevolence. This may again be due to the high effectiveness of Hospitality as part of the disclosure strategy, when the host is making a direct promise to take care of the guests.

Overall, the pattern of results supports H2.2 and the prediction that profiles with topics most frequently disclosed by hosts are also those that are evaluated as most trustworthy. While hosts employed different combinations of topics as part of their self-disclosure strategies, it is clear that strategies that include the most frequently disclosed topics from Study 1 were the most successful in generating perceived trustworthiness: Work or Education, Origin or Residence, Hospitality, and Interests & Tastes. We now proceed to show that these trustworthiness scores are meaningful because they have a direct impact on host choice by potential guests.

**STUDY 3—FROM PERCEPTION TO CHOICE**

In this section, we examine how perception of trustworthiness leads to differences in host choice. As mentioned earlier, a number of factors may influence a potential guest’s decision to stay with a host, such as availability, price, and characteristics of the property (e.g. location). Our primary question is whether the trustworthiness signaled by profile disclosures can influence a potential guest’s decision-making outcome, all other things being equal. To address this question, we isolate disclosures in the profile by conducting an online experiment to examine the effect of perceived trustworthiness on host choice. In particular, we vary the level of perceived trustworthiness, and test the extent to which the perceived trustworthiness of profiles influences a potential guest’s choice.

Understanding choice has important real world implications. In the face of a potential social exchange opportunity with multiple exchange candidates, those who portray themselves as untrustworthy can potentially be “punished”. As shown above, the content of an Airbnb host profile affects perceived trustworthiness. We know that trustworthiness differences can affect choice [17] in other settings, and hypothesize that:

**H3.1 Higher perceived trustworthiness scores for text-based host profiles predict the likelihood of guest choice.**

**Methods**

To test whether perceived trustworthiness affects a potential guest’s decision-making, we employed a pairwise experiment to elicit guest response. Since we obtained a perceived trustworthiness score for each profile in Study 2, we paired profiles with different scores to examine if the score predicts guest’s preference between two hosts in a pair. If the value of the trustworthiness score perfectly predicts choice, the observed pairwise decisions we obtain from respondents should follow the Bradley-Terry model [7], which predicts the outcome of a comparison given associated values with each participant in the match.

To this end, we generated profile pairs that were comparable in length, but with one high and one low perceived trustworthiness score. We controlled for length for a number of reasons. Firstly, we showed above that the length is highly correlated with trustworthiness. Choosing high- and low-scoring profiles from a global sample is therefore likely to result in unbalanced short and long profile pairs. We therefore used an adaptive matching method that takes length, then score into account. First, we ranked 1,200 annotated host profiles based on word count. Then, from shortest to longest, we used a sliding window of roughly 240 profiles, with steps of size 120. All profiles within each window form a group. For each group, we calculated the bottom and top quartiles of mean trustworthiness score (the mean of the ability, benevolence, and integrity). We then iterated through every combination of two profiles, one from the bottom and one from the top quartile in that group, filtering out profile pairs where one profile is longer than the other by more than 20%. As the result of this process, we had 19,892 top-quartile-low-quartile (in the sliding window) profile pairs, representing 589 unique profiles.

The preference task for each profile pair was simple. First, each pair of profile descriptions was shown to a respondent. For the first five seconds, the profiles are shown but buttons were deactivated to encourage the respondent to read the profiles before making a decision. When the buttons become activated, the respondent click on one of the two profiles in response to the question, “Which of the two hosts do you feel more comfortable staying with?” We deliberately chose to ask about comfort, and not generally about host preference, e.g. “Which of the hosts would you choose to stay with?” Pilot studies we ran showed that, in making host preference decisions, people considered other personal and dyadic match factors, like their interest in staying in a location implied in the profile. While such considerations are generally interesting, the “comfort” phrasing was used to focus on the effect of the trustworthiness construct. A future study can address ecological validity by including other factors; we show that the trustworthiness construct does impact pairwise preference based on comfort, holding all else constant.

We recruited respondents from AMT for this task. Each respondent was asked to evaluate 50 profile pairs in each task. To improve the quality of the results, three pairs out of each batch of 50 were repeated in a random order, within each batch. If the respondent provided an inconsistent answer for more
than one pair, we filtered their responses out of the analysis. Workers were paid $1.00 per task.

**Experimental Results**

We obtained choice results from 423 unique respondents. Consistency filtering, and removing four responses with missing values, left us with 355 responses consisting of 16,685 pairs of choices, representing the 589 unique profiles.

We used the Bradley-Terry model [7] to evaluate pairwise choice. The Bradley-Terry probability model predicts the outcome of a comparison given associated values with each participant in the match. If the perceived trustworthiness score accurately predicts choice, it should be a good fit to the theoretical Bradley-Terry model likelihood. Specifically, according to the Bradley-Terry model, the probability of profile $i$ being picked compared to profile $j$ is [7]:

$$P(i \text{ is preferred to } j) = \frac{\lambda_i}{\lambda_i + \lambda_j}$$ (1)

where $\lambda$ is a positive-valued parameter associated with each individual option. In our case, $\lambda$ is the perceived trustworthiness score. Intuitively, the larger the difference between $\lambda_i$ and $\lambda_j$, the higher the probability of $i$ being chosen (with a upper-bound of 1). In addition, if the difference between $\lambda_i$ and $\lambda_j$ is fixed, the probability of $i$ being chosen decreases as the absolute values of $\lambda_i$ and $\lambda_j$ increase (with a lower-bound of 0.5).

Figure 5 summarizes, for different buckets of profile length, the effectiveness of perceived trustworthiness in predicting choice compared to the prediction of the Bradley-Terry model. The $x$-axis shows the mean word count of the profile pairs in that length bucket, and the $y$-axis shows the likelihood of the profile with the higher trustworthiness score being chosen. Both theoretical (grey) and observed (black) likelihoods are plotted. The figure shows that for profiles in shorter length groups (the first two groups on the left), perceived trustworthiness predictions closely match the Bradley-Terry probability. For longer profiles, however, the observed likelihood is lower than what is theoretically expected, indicating less predictive power. Nevertheless, even for the longer profile, as Figure 5 shows, the likelihood of choosing the top-quartile profile was higher than chance (50%), as shown by Exact-Binomial tests for each length group ($p < .05$) except for the eighth (the bin with mean word count of 94, $p = .06$).

The divergence of the longer profiles from the model may be due to at least two factors. First, and more mundanely, we ran the task on AMT where workers may not be incentivized to spend time reading longer profile descriptions, skewing the results towards random chance. Second, the results may reflect the fact that higher trustworthiness scores for longer profiles are not as predictive for decisions. With longer profiles, other factors are more likely to be mentioned, such as interests and tastes, that may generate specific dyadic attractions, and play a more significant role in influencing choice. We discuss this possibility in greater detail below.

**DISCUSSION**

The three studies reported here make several contributions. First, we developed and validated a coding scheme for self-disclosure on the free-text portion of host profiles on Airbnb. The coding scheme describes eight topics that covers more than 90% of current discourse in host profiles. To the best of our knowledge, this is the first systematic coding scheme for analyzing self-disclosure in Airbnb profiles, or more generally, for profiles related to peer-to-peer sharing platforms.

The results of applying this coding scheme to the Airbnb profile dataset revealed that hosts most frequently write about *Origin or Residence, Work & Study and Interests & Tastes*. The least commonly disclosed topics were *Life Motto & Values, Relationships and Personality*. Study 1 also revealed that host type influenced the kinds of disclosures produced in host profiles, with on-site hosts revealing more information about their *Interests & Tastes* and *Personality* than remote hosts. These data are consistent with predictions from URT [5], which predicted that on-site hosts will disclose more information about their *Interests & Tastes* and *Personality* to reduce potential guest uncertainty about whether they would enjoy interacting with an on-site host.

Our studies also drew on signaling theory [39] to understand what topics hosts disclose, and how guests perceive those disclosures. To assess the implications for signaling theory, it is informative to consider the results across both Study 1, which focused on the production of disclosures in host profiles, and Study 2, which examined how those disclosures affected the perceptions of trustworthiness. Signaling theory predicts that hosts will signal their trustworthiness by disclosing more assessment signals (e.g. *Origin or Residence, Work or Study*), which are more difficult to fake than conventional signals (e.g. *Life Motto & Values, Personality*) [14]. Signaling theory also predicts that, if hosts are optimizing their disclosures for trustworthiness, then guests should evaluate profiles with the most frequently observed topics as most trustworthy. The data from Studies 1 and 2 largely confirmed both of these hypotheses: hosts disclosed more assessment signals than conventional ones, and guest perceived profiles with more assessment signals as more trustworthy.

There were, however, some important exceptions to the theoretical predictions. Certain strategies, such as demonstrating *Hospitality* or sharing one’s *Interests & Tastes*, proved
to be more successful than expected for conventional signals while other strategies, such as providing only one’s Origin & Residence, proved less successful. Providing a welcome or greeting, or providing reasons for hosting, alone but preferably in combination with more assessment signal disclosures (e.g., Hospitality combined with Origin & Residence), was an important strategy that had a strong and positive effect on perceptions of trustworthiness. These findings suggest that signaling with conventional signals but that provide information about one’s hospitality or interests can enhance trustworthiness in Airbnb profiles.

Finally, we demonstrated that perceived trustworthiness mattered for decision-making in this context. The perception of trustworthiness from Study 2 predicted participants’ decisions in a forced choice experimental task in Study 3, especially for profiles that are relatively short (less than 20 words). We also showed that when profiles are short, perceived trustworthiness almost perfectly predicts choice, whereas when the profile length increases, other factors appear to also influence choice. This may suggest a nuanced role of trust in decision making—there is a threshold of trust that is needed to pass muster, but other factors (e.g. homophily [34]) may weigh in once trustworthiness is no longer the issue.

Finally, this research suggests that the Profile as Promise framework [16] is a useful approach for understanding how hosts and guests produce and evaluate disclosures in Airbnb profiles. Hosts disclosed information about themselves that they perceived as relevant and of interest to potential guests, and their promises were evaluated based on their trustworthiness, as predicted by signaling theory and URT. This study suggests that the concept of a promise, or psychological contract, can be usefully applied beyond online dating profiles [15] and résumés [22] to peer-to-peer sharing platforms such as Airbnb.

Limitations and Future Work
There are some important limitations to this work. First and foremost, we opted to prioritize our theoretical understanding of trustworthiness in profiles, over developing an ecologically valid measure of the profile text’s effect on host choice. As mentioned above, host choice on Airbnb can be impacted by many factors, including (most trivially) the price and characteristics of the rental property. Nevertheless, the experiment in Study 3 isolated and manipulated the perceived trustworthiness of the profile text, which allowed us to make causal claims regarding the profile text’s impact on guest decision-making.

A related limitation of the work is the fact that it ignores dyadic and dynamic determinants of trustworthiness. A key mechanism of URT involves dyadic reciprocity and exchange [5]. In this work, we only examined a single-sided, one-time disclosure by hosts. It would be important to consider the effect of the dyadic properties of hosts and guest, and how they relate to trustworthiness and trust. Understanding how impressions of perceived trustworthiness form and evolve through conversations between hosts and guests would be another complex and interesting problem to tackle.

Our dataset only includes U.S. large cities. As a result, the findings may not generalize to hosts in smaller cities, though nothing in our findings would necessarily suggest that this would be the case. We did not consider gender and cultural differences in this work, either. In a preliminary investigation we inferred the gender of hosts from their first names, but did not find significant differences in disclosures between hosts of different gender. Future work can dive deeper into patterns of self-disclosure by individuals of different gender and cultures, potentially helping to combat discrimination or potential biases known to exist on sharing economy platforms [40].

Finally, while the paper uses a qualitative coding of profile text, another approach would have used other qualitative methods, such as interviews with hosts about their profile construction strategies. For example, how do Airbnb hosts present a trustworthy facade while balancing other important aspects (e.g. privacy)? Other research has qualitatively examined the experiences of hosts [29] but to date has not considered profile construction work.

Design Implications
Our findings have direct implications for improving the design of profile pages on sharing economy sites and services, with the view of encouraging trustworthiness and improving the rate of transactions. Our results suggest that hosts should be encouraged to disclose more information, and that this information should come from a diverse set of the eight categories identified in the coding scheme from Study 1. With knowledge of the profile features that may promote trust, interfaces for creating and editing profile text could encourage individuals to write more, and focus on the key categories exposed above. Automatic text analysis mechanisms could also be used to classify text into categories, and suggest other topics to improve breadth and ultimately perceived trustworthiness.

CONCLUSION
In the sharing economy, trust is a crucial social dynamic required to support the kind of social exchange that the sharing economy was designed to unlock. Our study introduced a new coding scheme to categorize how hosts self-disclose in their profiles and how these disclosures affect perceived trustworthiness. We find that hosts use a variety of disclosure strategies, with some more successful than others, suggesting that platforms can support users to convey trustworthiness in their profiles and facilitate the trust dynamics required for the sharing economy.
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